
How Powerful are BERTs ? 



GLUE Benchmark Leaderboard



What will we talk about today 

• Recent Highlights of BERT-like models

• XLNet and A Fair Comparison Study of XLNet and BERT

• RoBERTa

• SpanBERT

• MT-DNN and MT-DNN with Knowledge Distillation

• ERNIE

• Recent In-depth Analyses of BERT-like Models in NLP Tasks

• BERT in Argument Reasoning Comprehension Task 

• BERT in Natural Language Inference Task



A Fair Comparison Study of XLNet and BERT
(XLNet Team)

Illustration of BERT Model Illustration of XLNet Model

Independence Assumption



XLNet: Generalized Autoregressive Pretraining for Language Understanding 
(Yang et al. CoRR abs/1906.08237)

New Target:

Position Info:

Partial Prediction:



XLNet: Generalized Autoregressive Pretraining for Language Understanding 
(Yang et al. CoRR abs/1906.08237)

Two Attention Streams:



XLNet: Generalized Autoregressive Pretraining for Language Understanding 
(Yang et al. CoRR abs/1906.08237)

Transformer-XL: Attentive Language Models Beyond a Fixed-Length Context
(Dai et al. CoRR abs/1901.02860)

Recurrence Mechanism



XLNet: Generalized Autoregressive Pretraining for Language Understanding 
(Yang et al. CoRR abs/1906.08237)

Independence Assumption

New York is a city



Comparison of BERT and XLNet

• Permutation Language Model

• More Data (32.89B > 3.87B )

• Transformer-XL

• Relative Positional Encoding

• Segment Recurrence Mechanism 

Comparison in SQuAD

Ablation Study for Pure Model Comparison 



A Fair Comparison Study of XLNet and BERT
(XLNet Team)

Experiment Results

• XLNet improves performance

• XLNet-Large could be better optimized



RoBERTa: A Robustly Optimized BERT Pretraining Approach
(Liu et al. CoRR abs/1907.11692 )

• More data

• Bigger Batch

• Train Longer

• Remove Next Sentence Prediction

• Dynamically Change Mask Pattern

RoBERTa in GLUE Test



RoBERTa: A Robustly Optimized BERT Pretraining Approach
(Liu et al. CoRR abs/1907.11692 )

• Remove Next Sentence Prediction• Dynamically Change Mask Pattern

• Larger Byte-Pair Encoding Vocabulary

from 30K to 50K

• Larger Batch Size



RoBERTa: A Robustly Optimized BERT Pretraining Approach
(Liu et al. CoRR abs/1907.11692 )

• Longer Training and Larger Trainset size

RoBERTa in GLUE Test

Language Models are Unsupervised Multitask Learners
GPT 2.0
(Radford et al. ICML 2019)



SpanBERT: Improving Pre-training by Representing and Predicting Spans
(Joshi et al. CoRR abs/1907.10529 )

SpanBERT in GLUE Test

Model Architecture

• Span Masking

• Span Boundary Objective

• Single-Sequence Training



Multi-Task Deep Neural Networks for Natural Language Understanding
(Liu et al. Microsoft Research. CoRR abs/1901.11504 )

Training AlgorithmModel Architecture



Multi-Task Deep Neural Networks for Natural Language Understanding
(Liu et al. Microsoft Research. CoRR abs/1901.11504 )

MT-DNN in GLUE TestDomain Adaptation 

23, 82%



Improving Multi-Task Deep Neural Networks via Knowledge Distillation for 
Natural Language Understanding 
(Liu et al. Microsoft Research. CoRR abs/1904.09482 )

MT-DNN_{KD} in GLUE TestProcess of Knowledge Distillation

soft targets

soft ensemble



Recent In-depth Analyses of 

BERT-like Models in NLP Tasks



Probing Neural Network Comprehension of Natural Language Arguments
(Niven et al. ACL 2019)

ARCT: Argument Reasoning Comprehension Task 
(Habernal et al. NACCL 2018)

SemEval-2018 Task 12: The Argument Reasoning Comprehension Task
(Habernal et al. SemEval-2018)



Probing Neural Network Comprehension of Natural Language Arguments
(Niven et al. ACL 2019)

Experiment Result

Model Architecture



Probing Neural Network Comprehension of Natural Language Arguments
(Niven et al. ACL 2019)

A Cue’s Applicability:

A Cue’s Productivity:

A Cue’s Coverage:

The Cue “not” in Warrant

Probing Experiments

BERT(R,C) = 0.5



Probing Neural Network Comprehension of Natural Language Arguments
(Niven et al. ACL 2019)

Adversarial Result

Adversarial Transfer “with little to no understanding about 
the reality underlying these arguments, 
good performance shouldn’t be feasible.”



Probing Neural Network Comprehension of Natural Language Arguments
(Niven et al. ACL 2019)

Some Discussions:

• Adversarial Attack in Computer Vision

• Diverge or not ?

• What about other models like XLNet ?

• What about SOTA in ARCT, i.e. GIST ?



Right for the Wrong Reasons: Diagnosing Syntactic Heuristics in
Natural Language Inference
(McCoy et al. CoRR abs/1902.01007)

Heuristics

Original Experiment Result

Original Heuristic Distribution



Right for the Wrong Reasons: Diagnosing Syntactic Heuristics in
Natural Language Inference
(McCoy et al. CoRR abs/1902.01007)

HANS Result with Augmented Dataset

Some Analysis:

• Trainset too difficult? 

No. Human 77% / 75%

• Lack of representation capabilities ?

No. RNNs implicitly implement 

tensor-product representations

(McCoy et al.  ICLR 2019)

comp_same_long and comp_same_long
(Dasgupta et al.  ACL 2018)

Result with Augmented Dataset



Conclusions

• BERTs are powerful because

• It provides a novel way to pretrain representation models

• It substantially push SOTA to a new level

• BERTs can be better with

• More careful optimizing

• Designing good pretraining tasks and objectives

• More robust dataset

• BERTs don’t solve NLP because

• Tasks like ARCT need more advanced high-level representation ability



Discussions/ Future Directions

• Two-Stage Pre-trained Models

• What’ the best recipe: Multi-Task? Fine-tune in Downstream Task?

• Should we embrace more robust training & data? 

• Adversarial Attack in NLP

• Adversarial attack in NLP like CV?

• Dataset Construction / Evaluation

• Is the dataset robust to Model Exploitation?

• How to evaluate such ability?


